
Preamble

The quantitative analysis of digital elevation models often generates high-

dimensional datasets. This is related both to the high number of morphometric

variables and local statistical metrics that can be computed as well as to the

spatial-scale dependency (including directionality) inherent to geomorphometric

analysis.

A too high number of geomorphometric features can impact supervised (e.g.,

landslide susceptibility mapping) and unsupervised approaches (e.g., landscape

classification), increasing computational cost and reducing accuracy. Moreover, the

detection of relevant features is particularly interesting for explorative analyses

purposes.

Accordingly, the discrimination between relevant, irrelevant and redundant features

is of fundamental importance in many geocomputational tasks
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From Morisita index to Intrinsic Dimension

The recently developed fractal-based estimator of Intrinsic

Dimension (ID), relying on a generalization of Morisita Index is

promising in the context of feature selection

Golay, J. & Kanevski, M. 2015, "A new estimator of intrinsic dimension based on the multipoint Morisita index", Pattern Recognition, vol. 48, no. 12, pp. 4070-4081

Geomorphometric feature selection based on intrinsic dimension estimation: ID and Morisita index

Morisita, M. 1962, "Iσ-Index, a measure of dispersion of individuals", Researches on 

Population Ecology, vol. 4, no. 1, pp. 1-7.
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Geomorphometric feature selection based on intrinsic dimension estimation: ID and feature selection

The “Swiss roll” (from R package “IDmining”): 

x1 <- runif(N, min = -1, max = 1)

x2 <- runif(N, min = -1, max = 1)

x <- sqrt(2 + 2 * x1) * cos(2 * pi * sqrt(2 + 2 * x1))

y <- sqrt(2 + 2 * x1) * sin(2 * pi * sqrt(2 + 2 * x1))

z <- 2 * x2
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Euclidean space dimension -> E = 3

Intrinsic dimension -> ID = 2



The measures of ID can be used for defining non redundant and relevant features. For example, in an unsupervised setting,

redundant features do not contribute to increase the ID. In synthesis, the key idea of ID-based features selection algorithms

relies on evaluating the impact of single (or combination of) features on the ID of the dataset.

The algorithms are designed for the analysis of

continuous variables.

Differently from other approaches, ID-based

algorithms do not create new variables for

reducing the dimensionality of the data (e.g., as in

Principal Component Analysis).

Geomorphometric feature selection based on intrinsic dimension estimation: supervised and unsupervised 

Golay, J. & Kanevski, M. 2017, "Unsupervised feature selection based on the Morisita estimator of 

intrinsic dimension", Knowledge-Based Systems, vol. 135, pp. 125-134.

Golay, J., Leuenberger, M. & Kanevski, M. 2017, "Feature selection for regression problems based 

on the Morisita estimator of intrinsic dimension", Pattern Recognition, vol. 70, pp. 126-138.
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The authors of the new ID estimator developed a

set of ID-based algorithms for feature selection

both in unsupervised as well as in supervised

learning settings. The tools are implemented in R

programming environment (package Idmining).



Currently, we are exploring various aspects on the application of ID-based algorithms for unsupervised feature

selection, considering different geomorphometric features and scale-related issues. A glance of first results is reported

from a simple application to basic morphometric variables and some roughness-related indices (based on Median

Absolute directional differences, MAD).

Geomorphometric feature selection based on intrinsic dimension estimation: an unsupervised test

Coverage: 6500 km2

DTM: 

• airborne LiDAR

• resolution considered 25 m (upscaled from 2 m) 

• grid nodes: 9971642  (without NAs)
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Geomorphometric feature selection based on intrinsic dimension estimation: an unsupervised test

The sensitiveness of subsampling is an aspect to be explored given the high number of nodes, both for computational as 

well as theoretical reasons (e.g., spatial correlation of features). Another relevant factor is related to the shape of the 

statistical distribution of variables (skewness, heavy tails, etc.).

Another aspect is related to spatial heterogeneity: an experiment considering tiles of 8 X 8 km2
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The DTM considered, derived from airborne Lidar technology, is

representative of an alpine area with complex morphology and has a

grid of 350x350 pixels, with a resolution of 20 m.

The set of relevant features have a predictive power only if used jointly

and, conversely, the predictive capability of the single relevant feature is

marginal. From this viewpoint, topographic slope is a simple and

convenient geomorphometric feature for building a synthetic data set

for testing purposes.

Geomorphometric feature selection based on intrinsic dimension estimation: a supervised test

For the supervised test, a synthetic data set built from “real” topography has been considered; the idea is to

generate input features not linearly correlated with the output features and apparently redundant
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In addition to the elevations, four irrelevant and non-redundant

features (x1, x2, x3 and x4) have been generated via random

shuffling of the elevation and consequently are characterized

by the same statistical distribution of relevant features. Finally, a

redundant (with x4) and irrelevant feature, named y1, has been

generated considering the square of x4 plus a Gaussian

random noise of zero mean and a standard deviation of 0.1 m.

For the dataset, the ID is 5.62; excluding the output feature the

ID is 5.2.

Analyzing the index of “dissimilarity” the relevant features are

correctly individuated (only elevations have an impact on

reducing the dissimilarity index; i.e., the difference between the

ID of a set of input features and the ID of the same set plus

output feature).

Geomorphometric feature selection based on intrinsic dimension estimation: a supervised test
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The results are promising; however, more tests should be conducted to fully evaluate

potentialities and limitations of the approach in geomorphometry. The capability to

handle complex non-linear relationships, the robustness to under-sampling and the

straightforwardness of the approach are appealing characteristics. A critical point, to be

further investigated, is the sensitivity of the algorithm to the L-1 parameter. Another one is

how to handle features with statistical distributions characterized by high kurtosis and/or

skewness. It is worth noting that this kind of approach is particularly interesting also in

the context or remote sensing imagery.
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Geomorphometric feature selection based on intrinsic dimension estimation: conclusions
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