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Abstract  — Landforms classifications  using  a  range  of  tech-
niques  from pure  automatic  classification  to  hybrid  semi-
automated model / expert opinion was tested as a base for a 
robust modelling of soil characteristics spatial distribution. 
The current approaches for producing soil maps use a single 
model  which either blocks/controls the grouping effects  or 
do not statistically  recognize the natural landscape group-
ings. This study tested mixed-effects modelling technique for 
ingenious recognition of soil groupings and consequent im-
provement of the accuracy of the resultant soil maps. It fur-
ther tested the various landscape classification for soil map-
ping. Mixed-effects modelling is a form of regression analysis 
for simultaneous modelling of the average landscape charac-
teristics and individual units within the landscape. Hence, it 
can model a family of curves and potentially remove inad-
equacies inherent in the current models for soil mapping. Its 
potential in regression kriging of continuous and categorical 
soil attributes has been shown in this paper. Compared to 
the current application of a single model in regression kri-
ging, mixed-effects modelling produced about five times im-
provement of the mapping accuracy. It is anticipated that its 
adoption will contribute to improved soil mapping.

I.  INTRODUCTION 
In  many studies there is  an implicit  equivalence between 

soil maps and the process of soil mapping. The latter, however, is 
a much more complex and long process than the final production 
of a map. In fact soil maps are only the final output in the process 
of mapping [1]. 

Historically soil classifications have remained largely stable 
over  the  past  years,  while  field  methodology,  techniques  and 
equipments have evolved at a much faster pace. An even greater 
excitement has been put in software development for soil map-
ping purposes. A pletora of automated procedures have been pro-
posed [2],  as  well  as new mathematical  models developed for 
mapping soil units [3, 4,] together with remote sensing and digit-
al terrain modelling analysis methods [5, 6, 7]. 

Recent research shows that opportunities still exist for im-
proving the production of soil maps by accounting for more vari-
ability within- and -between soil mapping units [6]. 

Some of the methods in the literature tested so far for suit-
ability in accounting for variability in the soil maps include nu-
merical classification, multivariate statistical methods, geostatist-
ics, fractal mathematics, etc. [4]. Geostatistics seem popular with 
many researchers perhaps because it is often easily implemented 
in numerous available GIS software [8]. Examples of geostatist-
ical applications include regression kriging, kriging with external 
drift, universal kriging, etc. In regression kriging, the process of 
producing soil maps involves statistical modelling of the determ-
inistic and stochastic components of the soil variables in the land-
scape.  The  deterministic  component  represents  the  large-scale 
trends while the stochastic component represents the small-scale 
autocorrelation trends.  The large-scale trends are usually mod-
elled using regression analysis while the autocorrelation trends 
are modelled with kriging analysis [9, 10,11,12]. The co-occur-
rence of regression and kriging analyses gives the name of re-
gression kriging. 

This study seeks to improve the regression part of the re-
gression kriging method. The regression part is important since 
its results are the major inputs for the kriging part. Therefore, if it 
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is substantially improved, it can potentially improve the perform-
ance of the regression kriging method. This study tested mixed-
effects modelling approach for the improvement. Mixed-effects 
modelling  is  a  form of  regression  analysis  that  can  simultan-
eously model nested relationships. It is especially suitable in situ-
ations  where  unique  relationships  exist  for  certain  individuals 
within groups and for different groups in a population. It’s of par-
ticular  interest  in  soil  mapping  because  soil  properties  have 
unique relationships with soil forming factors in different catena 
and in the landscape in general. Even though these unique rela-
tionships  have  been  recognized  by pedologists,  they  have  not 
been adequately represented in the modelling process for produ-
cing soil maps [2, 5]. Mixed-effects modelling approach presents 
the opportunity for recognizing such relationships and eventually 
contributing to accurate soil mapping. Mixed-effects modelling 
approach has been used in other studies with nested relationships, 
which is a promise for successful  application in soil mapping. 
Some authors have used it to improve the modelling accuracy 
and efficiency [13, 14] while others have used it as a tool for in-
corporating  environmental  covariates  in  the  modelling of  con-
tinuous soil variables [15, 16]. These applications encourage the 
need to test its application in regression kriging of soil properties 
and soil types. 

A recent study [17] has shown that mixed effect modelling 
has significantly improved the performance of regression kriging 
in soil mapping. This study takes that results further comparing 
the same methodology using different  landform sources,  span-
ning from pure geomorphometric terrain classification (TAS and 
Landserf) to an hybrid novel semi-automatic landform classifica-
tion combining automated digital terrain analysis [18] with old-
style physiographic province delineation [19] and geological at-
tributes.

Landform  classification  has  seen  a  new spring  in  recent 
years with both increasing interest in this topic and the partner-
ship  of  geographical  information,  modeling  and  physical  geo-
graphy. 

A very good recent panorama of methods and applications of 
geomorphometry is account for in [7]. A more specific example 
of semi automated data extraction for geomorphological mapping 
is provided in [20]. In this case study we have adopted and adap-
ted existing packages and dataset [18, 21, 22] to the Kenyan to-
pography 

II. STUDY AREA, DATA AND METHODOLOGY

A. A.Study area
his study focused on the Kenyan territories to test the various 

landform classification as a source for the combination of regres-
sion kriging and mixed effect modeling in soil mapping. Kenya is 

a semi-arid country,  with highly contrasting topography,  span-
ning from almost 6,000 metres above sea level, to the coastlines 
of the western Indian Ocean, and is cut through by the Eastern 
Branch of the Great Rift Valley. It has a bi-modal semi-arid cli-
mate, determined by the swift of the Monsoon in this part of the 
Indian Ocean. Vegetation wise it is dominated by shrubs and sa-
vannas plains with spotted and increasingly reducing tropical and 
open forests. The soils in Kenya are also highly variable, span-
ning from vertisols, andisols, black cotton to lithosols [23].

B. Data
Three sources of digital terrain classification have been used: 

a) a landform classification performed under TAS [24] and the 
recent WhiteBox environment [21]; b) a terrain classification us-
ing Landserf [22]; c) a combination of the global terrain model 
presented by [18] and the physiographic provinces of Kenya de-
lineated by [19] together with a vector geological map derived 
from a the national geological map of Kenya [25].

374 georeferenced observations of classified soil profiles and 
clay content were used deriving from various sources like Tana 
River  Development  Authority  [26],  the  Ministry  of  Livestock 
Development [27].

Besides the georeferenced soil data, this study also used rain-
fall data, Digital Elevation Model (SRTM, 90 metres DEM), land 
use, Normalized Difference Vegetation Index (NDVI) image, and 
the landform classification mentioned above as auxiliary inform-
ation for spatial prediction of the soil attributes.  All vector data 
were converted into raster, and after this all re-sampled to 1km 
resolution to match the smallest scale landform map [18]. 

C. Methodology
Regression kriging is a spatial prediction method that util-

izes georeferenced observations to model the spatial pattern of an 
attribute and then using the model to predict the attribute in un-
sampled locations within a given study area. Its modelling of the 
spatial  patterns  entails  the  determination  of  large-scale  trends 
present in the input data using regression analysis and small-scale 
autocorrelation using kriging analysis [30, 31, 32, 33, 11]. 

Mixed-effects modelling is a unique regression analysis that 
can  simultaneously model  nested  hierarchical  relationships.  Its 
parameters for the high hierarchy (e.g. at landscape-scale) rela-
tionship are known as  fixed-effects  while the parameters associ-
ated with individual groups with the landscape are known as ran-
dom-effects  [13].  Fixed-  and random-effects  together  form the 
mixed-effects modelling. For a detailed description of the method 
used in this study we refer to [17].

The application of mixed-effects model in regression kri-
ging of continuous soil attributes was tested with the mapping of 
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clay content in Kenya. The choice of predictors to use in the re-
gression  analysis  was  obtained  from  the  correlation  analysis 
between clay content and its potential predictors and between the 
predictors themselves. The predictors tested were DEM, NDVI, 
annual rainfall,  and geographic coordinates.  Since clay content 
and these predictors were positively skewed, they were first nor-
malized with Box-Cox transformation [33] before the correlation 
analysis.

Spatial prediction of soil types used the classes in the classi-
fied  soil  profiles  as  the  dependent  variables  and  mean annual 
rainfall, NDVI, land use, landform, and geology as the predictors. 
These  predictors  were  chosen  to  conform to  the  soil  forming 
factors in the Jenny’s Equation [34, 5]. They were modelled with 
a generalized linear mixed-effects (GLME) model for the determ-
inistic part of the regression kriging [14].

The potential  of mixed-effects  modelling in regression kri-
ging was assessed in two ways: one, by producing soil maps us-
ing regression kriging with and without mixed-effects and com-
paring the prediction accuracies of the two methods on holdout 
samples; and two, by assessing the magnitude of the nugget vari-
ance of the variograms for the resultant residuals from single and 
mixed-effects methods. In this study, the magnitude of the nugget 
variance was used to assess the potential of mixed-effects model 
in reducing modelling inadequacies in regression kriging of soil 
attributes.

III. CONCLUSIONS

The performance of mixed-effects in modelling the regres-
sion part of the regression kriging process was compared to the 
performance of the single model currently in application in the 
literature. The mixed-effects model produced higher correlation 
(r2) between predicted and observed soil attributes and low resid-
ual standard errors (RSE) compared to the single model (Figure 
1) using any of the three landform classifications. 

The best results have been obtained with the hybrid land-
form classification which combines an automated landform ana-
lysis with pre-digital information and expert opinion.

Figure 1: Comparison of performance of mixed-effects and single models in  
modelling regression part of regression kriging, using the Iwahashi & Pike land-
form classification (from [17])
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